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1 Introduction 
X-WiWa aims at improving the forecast of wind and waves during storm conditions and provide 
design parameters through better estimation of the extreme wind and waves (e.g. the 50-year 
return period). For this, coupling approaches are considered between atmospheric, wave and 
oceanic models. 
One of the ocean-atmosphere interactions is via heat exchange where sea surface temperature 
(SST) plays a crucial role. The importance of the diurnal variability of sea surface temperature 
on air-sea interaction is being increasingly recognized. Kawai and Wada (2007) present a 
comprehensive review on the knowledge of the diurnal SST variation and its impact on the 
atmosphere and the ocean. They outline that a few numerical experiments have indicated that 
the diurnal SST variation can modify atmospheric properties over the Pacific warm pool or a 
coastal sea, but the processes underlying the modification have not yet been investigated in 
detail. 
Other interactions occur between waves and current where ocean currents can produce 
modifications of the wave propagation, this is particularly important in areas with strong tidal 
currents (Benetazzo et al., 2013; Bolaños et al. 2014; Sørensen et al., 2006; Ardhuin et al., 
2012). Currents modify wave properties by current refraction and the Doppler shift of wave 
frequency and, conversely, waves can generate currents through processes such as Stokes’ 
drift and radiation stress. The velocity distribution in combined wave–current flows is important 
for the determination of sediment transport in coastal waters, wave height attenuation, and 
pollution dispersion.  
For a fixed observer, the waves travel faster when they move in the same direction as the 
current (and vice versa). This is known as the ‘Doppler effect’, resulting in a change in the 
intrinsic wave frequency. The wave dispersion relation in a uniform current is modified such that 
waves of the same apparent (absolute) period will have a longer intrinsic (relative) period in a 
favourable (following) current and a shorter intrinsic period in an opposing current (Wolf and 
Prandle, 1999). 
When talking about coupling between models it is common to refer to “offline” coupling or 
“online” coupling. Offline coupling meaning that exchange of information occurs in one direction, 
from one model to another one, while in an online coupling information exchange occurs in both 
directions during the simulation. Online coupling systems are more demanding from the 
computational point of view and it requires a system capable of performing the exchange of 
information between different models.  Although large efforts have been done to develop these 
kind of systems (e.g. COAWST, Warner et al., 2010) there is not a clear evidence that an online 
system may bring significant benefits over an offline system. A situation where its benefit is 
evident is in a forecasting system for hurricanes (Zhu and Zhang, 2006), where sea-surface 
temperature variations are strongly coupled with the atmosphere and are critical to the correct 
hurricane simulation and thus an offline forecasting system would incorrectly estimate the 
hurricane intensity. However, for a hindcast system, typically used to derive extremes for design 
purposes, an online system with access to high quality forcing (e.g. satellite SST, reanalysis 
winds, etc.) would suffice. For this reason, this report focuses on the impact of the use of ocean 
variables in atmosphere and wave model in an offline coupling mode. 
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A three-dimensional (3D) ocean model can be used to estimate a high temporal and spatial 
resolution of SST and spatially varying currents. For this purpose, the model MIKE 3 has been 
implemented in the North Sea. This report describes the model set-up and discusses the model 
results and implications for atmospheric and wave modelling in the North Sea with special focus 
on the Danish waters. The report is structured as follows: Section 2 gives a brief description of 
the three-dimensional ocean model, MIKE 3. Section 3 describes the implementation of MIKE 3 
for the North Sea. In Section 4 model validation is discussed while in Section 5 the impact of 
ocean variables on wind and wave modelling are discussed. Finally, Section 6 summarizes the 
conclusions of this report. 
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2 MIKE 3 Model Description 
MIKE 3 is a component of the MIKE Powered by DHI software (MIKEpoweredbyDHI, 2016; 
Pietrzak et al., 2002). It is based on the solution of the three-dimensional incompressible 
Reynolds averaged Navier-Stokes equations, subject to the assumptions of Boussinesq and of 
hydrostatic pressure. The transports of temperature and salinity follow the general transport-
diffusion equations (Pietrzak et al., 2002). The small-scale turbulence can be approximated 
using sub-grid scale models, several turbulence models can be applied: a constant viscosity, a 
vertically parabolic viscosity and a standard k-ε model (Rodi, 1984). The turbulence is described 
separately for the vertical and the horizontal transport. The free surface is taken into account 
using a σ-coordinate system but a combined σ and z-layer distribution is possible within the 
model. In the horizontal plane, an unstructured grid is used. The spatial discretization is 
performed using a cell-centred finite volume method. The heat in the water can interact with the 
atmosphere through heat exchange, which is calculated on the basis of the four physical 
processes: latent heat, sensible heat, short wave radiation and long wave radiation. The model 
is able to also take into account tidal potential (Pugh, 1987), evaporation/precipitation, wind 
stress, two-dimensional (2D) wave radiation stresses and the open boundaries can be forced by 
elevation, velocity, salinity and temperature. Wind stress is based on a drag formulation 
dependent on wind speed (Wu, 1984). 
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3 MIKE 3 Implementation in the North Sea 
This section provides a general description of MIKE 3 implementation in the North Sea 
regarding model domain and forcing. A more detailed description can be found in the X-WiWa 
deliverable D1.15. 

3.1 Model Domain 
The model domain covers the North Sea, Norwegian Sea and Barents Sea. The most northern 
latitude of the domain is at 81° N and the most southern lies at 47.9° N. The western limit is 
delimited by 4.5° W and the eastern one by 47.8° E as seen in Figure 3.1. The mesh resolution 
goes from 0.2 degrees in the most offshore part of the Norwegian Sea up to 0.05 degrees in the 
coastal part of the southeast North Sea. In the vertical the model uses combined sigma and z-
levels, with 13 sigma levels in the top 61 m and 20 z-levels underneath with a variable vertical 
distribution. The model has been implemented for the years 2011 and 2013. 

 
Figure 3.1 Model domain covering the North Sea 

3.2 Open Boundary Forcing and Initial Conditions 
A downscaling approach has to be used to model the 3D ocean dynamics of the North Sea with 
high spatial resolution. This requires the generation of open boundaries and initial conditions 
derived from global ocean models. My-Ocean data (now Copernicus) have been used to provide 
temperature, salinity and large-scale (not tidal) surface elevation and ocean currents to MIKE 3.  
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3.2.1 My-Ocean Data  
Operational Oceanography has been acknowledged by the European Commission as one of the 
3 key-domains covered by its GMES programme. As a consequence, the European 
Commission co-funded a 3-year period called My-Ocean in the 7th framework programme for 
European research and Development. That project was undertaken in April 2009 and came to 
an end in March 2012. It was dedicated to the preparation of GMES (Global Monitoring for 
Environmental and Security). It had a free access and provided available information on the 
global ocean based on the combination of space and in situ observations and their assimilation 
into 3D models. Some of the variables available are temperature, salinity, currents, sea ice, sea 
level, wind and biogeochemical parameters. These models rely on the aggregation of European 
modelling tools and the scientific methodology is a result of a strong collaboration between 
operational and research communities. The continuation of the efforts done by My-Ocean is 
being carried out by Copernicus (http://marine.copernicus.eu/). Global ocean data have been 
used for the MIKE 3 implementation in the North Sea using a similar approach as in Bolaños et 
al. (2014b). 

3.3 Tidal Forcing 
Tidal currents and tidal surface elevation variations are included in the downscaling 
methodology. A 2D tidal simulation is done by imposing a tidal surface elevation in the model 
boundaries. This 2D model run generates the tidal boundary currents that are used to force the 
3D model in combination with the baroclinic current provided by My-Ocean data. The tidal 
surface elevation is produced by the DTU10 (altimetry based) global tidal model (Chen and 
Andersen, 2010), which is part of the MIKE Powered by DHI software tools. 

3.4 Atmospheric Forcing 
The atmospheric forcing employed was provided by CFSR (Climate Forecast System Re-
analysis) and included hourly fields of clearness coefficient, air temperature, humidity, 
precipitation, atmospheric pressure and wind velocity components.  
The CFSR data set was established by the National Centers for Environmental Prediction 
(NCEP). CFSR is a coupled meteorological and oceanographic model system that uses synoptic 
data for initialization. The data are available on an hourly basis from 1 January 1979 to present. 
The CFSR data cover the 31-year period from 1979 to 2010, and since then the operational data 
set (denoted CFSV2) is available. The underlying model in CFSV2 is the same as for CFSR. 
However, the spatial resolution of wind was increased from 0.3° to 0.2° while the resolution of 
atmospheric pressure is 0.5° for the entire period.  

4 MIKE 3 Validation 
The X-WiWa deliverable D1.15 presented the MIKE 3 implementation together with model 
validation using satellite SST (from the Advanced Very High Resolution Radiometer (AVHRR) 
and Advanced Microwave Scanning Radiometer (AMSR) on the NASA Earth Observing System 
satellite) and current data from ADCP (Acoustic Doppler Current Profiler) in the Norwegian area. 
Here we have extended the validation to use current data from the FINO 1 and FINO 3 platforms 
(Figure 4.1) which are closer to Danish areas. Validation of surface elevation has also been 
done with data from Thorsminde (Figure 4.2). 
FINO 1 and FINO 3 are two platforms in the southern North Sea intended to improve knowledge 
of ocean and atmosphere processes. Atmospheric and oceanic variables are available from 
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different instrumentations in the platforms (http://www.fino-offshore.de). In this report, ADCP 
measurements have been used to validate MIKE 3. 
 

 
Figure 4.1 FINO platforms in the North Sea (http://www.fino-offshore.de). 
 

 
Figure 4.2 Location of Thorsminde SSH measurements 

 
Output of the ocean model is 3D fields of salinity, temperature, and current components as well 
as 2D fields of depth-averaged current and surface elevation. Figure 4.3 shows an example of 
the distribution of surface currents on 21 November 2011. Large velocities can be seen in the 
English Channel mainly triggered by tides. Figure 4.4 shows the spatial distribution of salinity 
where the contribution of fresh water from the Baltic Sea is clearly shown. Figure 4.5 shows sea 
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surface temperature, where warmer water coming from the English Channel and colder from the 
Baltic Sea are appreciable. 

 
Figure 4.3 Spatial distribution of surface currents on 21 November 2011 

 
Figure 4.4 Spatial distribution of surface salinity on 21 November 2011 

 
Figure 4.5 Spatial distribution of sea surface temperature (SST) on 21 November 2011. 
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Figure 4.6 to Figure 4.10 show scatter plots of current speed from model and measurements at 
FINO 1 at 28 m depth during 2012. Figure 4.6 shows the scatter plot showing a phase problem 
producing the circular pattern in the scatter plot. Figure 4.7 to Figure 4.10 show scatter plots 
with different time shifts of model data, showing that the less scatter is produced by 1 hour time 
shift (Figure 4.9). Similarly, Figure 4.11 to Figure 4.15 show comparisons at FINO 3 at 22 m 
depth for 2011. However, for FINO 3, slightly better results (less scatter) are obtained with a 
time shift of 90 min). Currents at both locations have a significant tidal component due to their 
location relative to the amphidromic point in the southern North Sea, and the phase error could 
indicate errors on tidal wave propagation along the domain. 

 
Figure 4.6 FINO 1 current speed scatter plot at 28 m depth with no time shift of time series. 

 
Figure 4.7 FINO 1 current speed scatter plot at 28 m depth with +30 time shift of model time series. 
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Figure 4.8 FINO 1 current speed scatter plot at 28 m depth with -30 time shift of model time series. 
 

 
Figure 4.9 FINO 1 current speed scatter plot at 28 m depth with -60 time shift of model time series. 
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Figure 4.10 FINO 1 current speed scatter plot at 28 m depth with -90 time shift of model time series. 
 

 
Figure 4.11 FINO 3 current speed scatter plot at 22 m depth with no time shift of model time series. 
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Figure 4.12 FINO 3 current speed scatter plot at 22 m depth with +30 time shift of model time series. 
 

 
Figure 4.13 FINO 3 current speed scatter plot at 22 m depth with -30 time shift of model time series. 
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Figure 4.14 FINO 3 current speed scatter plot at 22 m depth with -60 time shift of model time series. 
 

 
Figure 4.15 FINO 3 current speed scatter plot at 22 m depth with -90 time shift of model time series. 
 
Figure 4.16 shows the Thornsminde time series of observed and modelled surface elevation for 
2012 together with the scatter plot and some statistics. The model follows the general pattern of 
the observation showing a high correlation. However, it seems that it tends to predict lower high 
tide and higher low tides.  
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Figure 4.16 Surface elevation at Thornsminde. Top panel: time series of model and measurements. 

Bottom panel: scatter plot with some statistics indices. 
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5 Impact of Ocean Modelling on Atmospheric and Wave 
Modelling 

5.1 Impact of Surface Elevation on Waves 
Surface elevation (or sea surface height, SSH) can be important for waves in shallow areas, 
where surface elevation variations are significant in relation to water depth. This effect has been 
observed during storm conditions at Horns Rev where the inclusion of surface elevation 
significantly improved the wave modelling. An implementation of the wave model, MIKE 21 SW, 
was done for the North Sea with special focus on the Horns Rev area as seen in Figure 5.1. A 
spatial resolution of about 800 m was used for the Horns Rev area to simulate a storm (also 
used in Deliverable 3.1) that occurred during 19-22 March 2004. Measurements show significant 
wave height of up to 3.5 m at Horns Rev. The wave model was forced with CFSR winds, the 
spectral discretisation was done with 32 frequencies and 24 directions. The storm approached 
from west with CFSR winds reaching 23 m/s offshore Horns Rev. 
Simulations with and without surface elevation were done to outline its importance. Surface 
elevation fields were obtained from DHI hindcast fields. During the 2004 storm, surface elevation 
reached more than 2 m, which is a significant change of water depth for the shallow sand banks 
in the Horns Rev area. Figure 5.2 shows the time series of measurements and model results. It 
shows that the consideration of surface elevation significantly improves model results by 
increasing wave height due to a reduced bottom induced dissipation. It has to be noted that 
modelling of surface elevation can be performed from both 2D and 3D models with equal 
accuracy, and thus the more expensive 3D is not justifiable for this purpose. It is also noted that 
a two way coupling is not necessary because in case of hindcast studies a calibrated database 
of surface elevation would suffice for the wave modelling purpose. For the case of online 
coupling, due to the relatively small influence of waves on surface elevation out of the surf zone 
this is not expected to have a significant impact compared to the case of offline coupling. 
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Figure 5.1 Model domain and location of buoy (black circle) measurements at Horns Rev for the storm 

which occurred in 2004. 
 

 
Figure 5.2 Observed and modelled significant wave height (Hm0) at Horns Rev. 

5.2 Impact of SST on the Atmospheric Modelling 
In X-WiWa Deliverable 1.16 some experiments regarding heat exchange were presented in 
order to investigate the impact of resolving the daily sea surface temperature (SST) cycle in an 
atmospheric model. The MIKE 3 implementation allows the generation of SST fields with high 
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spatial and temporal resolution. Modelled (hourly) SST has been used as an input to the 
atmospheric model WRF to be able to assess if there is any benefit from the high temporal 
resolution instead of the commonly used SST daily values. The studied period was November 
2011, which presents a strong wind event reaching up to 20 m/s (u10) within the North Sea, with 
waves with significant wave height (Hm0) of about 8 m at Sleipner and Ekofisk. 
Results of WRF for the two model configurations were assessed at three locations; two of them 
are offshore locations (Ekofisk and FINO 3). The third location is a nearshore location at Horns 
Rev (Mast-8). The use of modelled high-resolution SST presented slight variations on the 
atmospheric model results. Wind speed variations were of the order of up to 2 m/s (~10 %) while 
air temperature variations of about 0.5 oC (~5 %). The largest differences in the results were 
found in the coastal location (Horns Rev).  
The largest difference in wind speed is seen at Horns Rev, which is related to the large 
difference in SST. These SST differences at HR show high-frequency oscillations not observed 
in far-offshore locations. The response of WRF to the SST from MIKE 3 was mainly observed in 
the air temperature, and with some effect on wind speed at the coastal location. The difference 
was due to the different SST mean, and not due to the magnitude of temporal oscillations of the 
SST. The small daily variations in SST are not of significance for this storm case. The high-
frequency differences at the coastal location seem to have a tidal origin, due to their semidiurnal 
frequency. The identification of six cases with large warming diurnal events has shown that they 
occurred during low wind conditions and, although significant impact of using a high-resolution 
SST could be expected, this will not have a direct impact in extreme wind conditions.  
However, the results show that the mean of SST is an important parameter for storm intensity. 
This brings the question of the quality of SST used, while the default WRF SST data have a 
spatial resolution of 0.5 degree (about 50 km). Other higher resolution products (resolution of 5 
– 3 km) could potentially outperform and provide a better SST forcing to the atmospheric 
modelling during storms. For hindcast of extreme events the use of such high-resolution 
products would be recommended and thus an online coupling would not give additional value. 
As discussed earlier, a different case is the forecasting of events (e.g. hurricanes) where the 
lack of SST products and the importance of SST variations for storm evolution requires an 
online coupled model.  
It has to be noted that a coupling with a short coupling interval (1 - 3 h) between an atmospheric 
and ocean model can produce diurnal ocean variations (Danabasoglu et al., 2006). However, as 
pointed out by Kawai and Wada (2007), even if correct diurnal SST variations are supplied to an 
atmospheric model as a lower boundary condition, the model may not correctly respond to the 
diurnal variations of SST without appropriate heat flux parameterizations. These atmospheric 
parameterizations also need to be improved in order to study air-sea interaction on a diurnal 
time scale. 

5.3 Impact of Currents on Waves 
The spectral wave model, MIKE 21 SW, accounts for depth-averaged currents in the dispersion 
relation (MIKEpoweredbyDHI, 2016). The impact of currents on waves following this approach is 
noticeable in areas with significant currents, in many cases of tidal origin. The 2004 storm is 
used here to illustrate the impact of currents within the North Sea and in particular the west 
coast of Denmark. Figure 5.3 shows the mean difference in Hm0 between the model without and 
with currents. Differences in Hm0 are only of a few centimetres while for mean periods (Figure 
5.4) they are of about 0.1 s. In areas of relatively low currents and during storms (wave celerity 
is larger) the impact of currents on waves is expected to be small due to the relatively larger 
wave celerity compared to the current speed, as shown here. 
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Figure 5.3 Mean of the difference in Hm0 between the run without and with ocean currents. 

 
Figure 5.4 Mean of the difference in Tz between the run without and with ocean currents. 
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A different process that can modify the waves due to the current has been considered within the 
framework of X-WiWa. This consisted in modifying the wave celerity (c) in the wind input source 
function, where the wave growth rate (γ) reads as: 

 
where: 
ρa    air density 
ρw water density 
κ von Karman constant 
μ k z0 exp(k/x) 
zα constant = 0.11 
k wave number 
x (u*/c  + zα) cos(θ- θw) 
u* wind friction velocity 
c wave celerity 
θ wave direction 
θw wind direction 
 
This correction is of particular importance for small waves (low celerity) within the wave 
spectrum, as wave growth can be significantly changed. For these small waves, the surface 
current is more representative than a depth-averaged current and thus two approaches have 
been tested, the first one where the surface current is approximated by a percent of the wind 
speed (2 %) and a second one where surface current is provided by MIKE 3. 
During storms, a large wind-induced surface current is expected which could reduce the growth 
of waves. This is in line with the observed overestimation of waves under extreme wind 
conditions which has created the need of using a cap to the ratio of u*/u10 (Jensen et al. 2006), 
with typical values between 0.05 and 0.06.  
The test has been done for the storm that occurred in November 2011 and an entire year 
(2013). Two wave stations (Sleipner and Ekofisk, see Figure 5.5) are used for validation as they 
are located in the central part of the North Sea and record large waves during the November 
event. Figure 5.6 shows the time series of Hm0 for observations and model results. It can be 
seen that using a percent of the wind has similar impact as the use of a cap to the fraction 
u*/u10. Figure 5.7 shows the maximum difference during the storm period for the entire North 
Sea. It is noticeable that the maximum difference follows the storm track, crossing the North Sea 
from west to east. 
The use of a modelled surface current field is more physical than a parameterized one as it 
contains not only wind-induced current but also tidal induced, and thus can produce more spatial 
variations. For this reason the model domain was extended to simulate the entire 2013 and 
include areas with strong tidal currents. Figure 5.8 shows the mean Hm0 difference indicating 
large differences in the southwestern North Sea. This was produced by small waves 
propagating against tidal currents which enhanced erroneous wave growth. To avoid this wave 
blocking when propagating against currents should be included in the implementation and it will 
be subject of future work. 
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Figure 5.5 Location of Sleipner and Ekofisk wave measurements in the North Sea. 
 

  
Figure 5.6 Time series of observed and modelled Hm0 at Sleipner (top) and Ekofisk (bottom) during the 

November 2011 storm. 
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Figure 5.7 Maximum Hm0 difference between not using and using MIKE 3 surface current to modify 

wave celerity in wave growth. 
 

 
Figure 5.8 Mean of the difference in Hm0 between the run without and with surface ocean currents from 

MIKE 3 to modify the input source term. 
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6 Summary and Conclusions 
The implementation of MIKE 3 for the North Sea provided good results in terms of the ocean 
currents. In terms of the sea surface temperature the model also presented good results, and 
although some bias with the satellite data was obtained the model allows us to assess the 
impact of high-resolution SST in the atmospheric model, WRF. In the present report we have 
extended the MIKE 3 validation to the FINO 1 and FINO 3 locations for current velocity and 
surface elevation at Thorsminde. 
Three processes related to ocean coupling have been discussed: the impact of surface 
elevation on waves, the impact of SST on the atmosphere and the impact of ocean currents on 
waves. For these processes, a need of an online coupling has not been identified, especially 
when the interest is in hindcast modelling. Strong impact of SSH on waves was found, this is 
expected to be relevant in shallow areas when storm surge and tidal variations are significant. 
Surface elevation can be performed from both 2D and 3D models with equal accuracy, and thus 
the more expensive 3D is not justifiable for this purpose. The use of a high-resolution SST did 
not prove a significant benefit compared to standard SST fields in atmospheric modelling but 
outlines the importance of the use of an accurate SST field, for hindcast purposes there are 
available a series of reanalysis products. The impact of depth-averaged currents on waves was 
found not significant for Danish waters and storm conditions. However, a correction of wave 
growth with the surface current showed potential for improvement of wave modelling, although 
some other processes such as wave blocking should be considered in order to improve wave 
modelling under different scenarios. 
Table 6.1 summarizes the processes discussed and the coupling needed in order to accurately 
do the modelling required within X-WiWa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



  

20 11812962 D1.3 MIKE 3 Coupling Added Value/rbol – 09/16 

Table 6.1 Summary of processes and the type of coupling required 

 Process Offline 
coupling 

Online 
coupling 

Comments 

Hin
dc

ast
 

 

Hurricane     SST field available for hindcast 

SSH impact on waves    SSH fields available for hindcast 

Currents impact on 
waves    Current field available for hindcast 

SST impact on 
atmosphere    SST field available for hindcast 

     

Fo
rec

ast
 

 

Hurricane     Online coupling needed due to SST 
variation with the hurricane evolution 

SSH impact on waves    Coupling could be done offline (serial 
sequence of model runs) 

Currents impact on 
waves    Coupling could be done offline (serial 

sequence of model runs) 
SST impact on 
atmosphere     Depending on the impact of 

atmosphere on SST the coupling could 
be done offline or online. 
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Appendix C: D1.12 
Report describing the tests performed and the model efficiency and sensitivities 
Du J., Bolaños R., Larsén X. et al. 
1. Overview of the existing coupling approaches in COAWST 
This section gives an overview of the state-of-the-art of the existing wind-wave coupling approaches 
that are implemented in the COAWST coupling system. In COAWST, there are three roughness length 
(z0) parameterization approaches: Taylor and Yelland (2001), Oost et al. (2002), and Drennan et al. 
(2005). In this project, we added one more approach, Fan et al. (2012), since it is used in MIKE 21 SW. 
In the four approaches, z0 is parameterized as a function of the 10 m wind speed (u10), the significant 
wave height (Hm0), the peak wave period (Tp) and peak wave length (Lp), see Imberger and Du (2016).  
Coupling using these parameterization has been tested for two selected storms in the North Sea. One 
storm has the wind from the west covering the North Sea from 27th Jan 2002 to 29th Jan 2002. The 
other storm has the wind from the east covering the North Sea from 21st Nov 2002 to 23rd Nov 2002.  
In addition to the above mentioned coupled experiments, a non-coupled experiment is also included, 
where z0 is parameterized by the COARE3.0 scheme, in which z0 is a function of wind speed only  
(Fairall, 2003).  
The detailed model setups, the z0 approach descriptions, and preliminary analysis of the results are 
described in Imberger and Du (2016). Here we focus on the analysis of the coupling impacts on the 
storm characteristics, in terms of the spatial distribution of the wind speed, significant wave height and 
friction velocity (Figure 1A, 1B, 1C, 1D and 1G), time series (Figure 1E) and the dependence of drag 
coefficient on the wind speed (Figure 1F). 
Figure 1A shows a snapshot of the 10 m wind field at 12:00 28th Jan 2002 from the non-coupled 
simulation. The storm is centred at the west coast of Scotland with a maximum u10 of about 30 m/s. 
Wind direction in the North Sea is southwestly. Figure 1B, 1C and 1D shows the snapshots of u10, Hm0, 
and u*, respectively, for the same time as Figure 1A around the storm centre. Each subplot shows a 
different coupling approach. Significant differences can be seen in u10 and Hm0 around the storm centre 
between these subplots. These differences are caused by the z0 parameterization approaches.. For 
instance, the values of u* calculated in Oost (2002) are much higher than those with other approaches 
around the storm centre. The high u* gives higher z0, which in turn reduces u10. Accordingly, the 
simulated waves are significantly lower than those with the other approaches because they are forced 
by lower wind speed. 
Time series of wind speed at 15 m (u15), Wind direction at 28 m (WD28), friction velocity (u*), drag 
coefficient (Cd), Hm0, and Tp at Horns Rev 1, mast 2 (M2), during the storm are shown in Figure 1E. At 
M2, the turbulence is measured by sonic anemometer at 50 m, where u* and Cd are calculated. Wave 
properties are measured by a buoy located in the south of Horns Rev 1 wind farm. Time series of u15 
simulated by WRF generally follows the measurement data, except for an 1 to 2 hour delay of the 
storm peak. Using COARE3.0 (non-coupled), Taylor and Yelland (2001) and Fan et al. (2012) 
overestimates the maximum u15 for about 2 m/s; Using Drennan et al. (2005) gives the best prediction 
of maximum u15; Using Oost et al. (2002) underestimates maximum u15 for about 3 m/s. The difference 
in Hm0 from the use of different coupling approaches is not as significant as u15, except for Oost et al. 
(2002), which corresponds to an underestimation of Hm0 at the storm peak for about 0.5 m (Figure 1E). 
It should be noted that the underestimation of Hm0 on the first day shown in Figure 1E is caused by the 
spinning up time of the modelling from the initial condition. One interesting phenomenon is that all the 



simulations underestimate u* before the storm peak and overestimate u* after the storm peak. This 
phenomenon is also clearly seen in the time series of Cd. 
Figure 1F shows Cd as a function of u10 at 12:00 28th Jan 2002 for all grid points over the whole 
simulation area. Black marks with error bars are from laboratory and field measurements from various 
places by different authors. Red and green curves are two Cd parameterization options in the SWAN 
model. Blue dots are calculated from different z0 approaches from our experiments. In the non-coupled 
(COARE3.0) simulation, Cd is only a function of u10, so the calculated Cd is distributed in a line with 
u10. In the coupled simulation, Cd is not only a function of u10, but also a function of Hm0, Tp, or Lp, so 
that the distribution of Cd with u10 is scattered. It should be noted that in the Taylor and Yelland (2001) 
approach, the calculated Cd can sometimes be too large, resulting in technical and numerical errors in 
the WRF simulation. Thus we need to set an upper and lower limit to according to Davis et al. (2008) 
to ensure numerical stationarity. It is shown that both the Taylor and Yelland (2001) and Oost (2002) 
approaches significantly overestimate Cd in comparison with measurements. Drennan et al. (2005)’s 
approach fits the measurements better but still tends to overestimate Cd. In Fan et al. (2012)’s approach, 
the wave dependence are so weak that the wind-wave coupling does not show any added values. 
To summarize, these simple approaches for parameterizing z0 with wind speed and a few wave 
parameters such as Hm0, Tp, and Lp, are not satisfactory. The approaches might be too simple to take 
into consideration some important elements such as the misalignment of wind and wave direction and 
the combination of wind wave and swells.  
A dynamical coupling interface is therefore needed to take into account the complex sea state and 
account for the momentum conservation in the air-sea interface, which makes sure the momentum loss 
of the atmosphere equals to the momentum gained by the waves and currents.  
Currently, one of the most widely used dynamical coupling approaches is from Janssen (1991, hereafter 
JANS). In JANS approach, z0 (or wind stress) is calculated from the wind-input source function of 
SWAN, which makes sure that the momentum conserves at the air-sea interface. We applied JANS 
approach in the coupling system for storm simulations. Figure 1G shows the spatial distribution of u10, 
Hm0, and u* from the non-couple simulation and JANS coupled simulation during the storm 2004-09-
20, at 01:00. JANS approach gives much larger u* than COARE3.0, resulting in higher z0, leading to 
that u10 is significantly reduced. There is also a significant phase shift of the wave field in the coupled 
result. Figure 1H shows Cd as a function of u10 from the non-coupled and JANS coupled simulation. It 
is clearly seen that JANS approach significantly overestimates Cd in comparison with measurements.  
Through the overview of the currently existed wind-wave coupling approaches, we conclude that the 
adding value of roughness parameterization coupling approaches is very limited and may cause 
uncertainties to the whole system. Though the dynamical coupled approach of JANS, the surface stress 
estimation is so large that cannot be used in the coupling system without limiters. Thus it is necessary 
to develop our own coupling approach to fill the gaps. In the following section we explain the use of a 
wave boundary layer model in SWAN and how it improves the coupling system.  



 
Figure 1A. Snapshot of u10 at 12:00 28th Jan 2002 from the non-coupled WRF simulation. 

 
Figure 1B. Snapshot of u10 at the storm centre from different coupling approaches. 



 
Figure 1C. Same as Figure 1B but shows Hm0  

 
Figure 1D. Same as Figure 1B but shows u* 



 
Figure 1E. Time series of wind, wave, and turbulence parameters at Horns Rev during storm Jan 2002 

 
Figure 1F. Cd as a function of u10 calculated from different z0 parameterization approaches. 



 
Figure 1G. Spatial distribution of u10, Hm0, and u* from the non-couple simulation and JANS coupled 

simulation 

 
Figure 1H. Cd as a function of u10 calculated from the non-coupled (left, COARE3.0) and coupled 

(right, JANS) simulation. 

2. Test of WBLM in idealized fetch-limited study 
The Wave Boundary Layer Model (WBLM) as described in report D1.2, is implemented in the 3rd 
generation ocean wave model SWAN as a new wind-input source function. The WBLM explicitly 



estimates the sea surface stress based on the momentum conservation within the air-sea interface, 
which ensures that the momentum loss from the atmosphere is consistent with the momentum gained 
by the waves. Meanwhile, the dissipation coefficient is modified to match the new wind-input source 
function. The following experiments and results have been written as a manuscript of a journal paper: 
The use of a wave boundary layer model in SWAN, submitted to the Journal of Geophysical Research 
– Oceans (Du et al. 2016). Here, we briefly overview the main results and conclusions. 
The WBLM is first tested in the wave model in the idealized fetch-limited wave evolution study. The 
general idea of such experiments is to simulate the deep water wave evolution along the fetch under 
constant offshore wind condition. The simulated significant wave height (Hm0) and peak wave 
frequency (fp) are evaluated by field measurements according to Kahma and Calkoen (1992, hereafter 
KC92) and Young (1999, hereafter Y99). The wave spectrum, and 10 meter drag coefficient is also 
evaluated according to Donelan (1985) and Soloviev (2014), respectively. 
The one-dimensional SWAN model is used for the fetch-limited study. The spatial distribution (∆x) is 
set as follows. For fetch between 0 and 20 km, ∆x = 100 m; between 20 km and 100 km, ∆x = 400 m; 
between 100 km and 300 km, ∆x = 1 km; between 300 km and 1000 km, ∆x = 4 km; between 1000 km 
and 3000 km, ∆x = 10 km. The frequency dimension of the wave spectrum ranges from 0.01 Hz to 10.5 
Hz with geometric progression, f(n+1) / f(n) = 1.1. Wind speed at 10m ranges from 5m/s to 60m/s are 
tested. Four different pairs of wind-input and dissipation source function are tested, including KOM 
(Kommen, 1984), JANS (Janssen, 1991), WES (var der Westhuysen, 2007), and WBLM. The first 
three (KOM, JANS, and WES) approaches are originally embedded in SWAN while WBLM is the new 
one implemented here.  
Figure 2A shows Hm0 as a function of fetch in kilometre. The reference growth curves of KC92 and 
Y99 are presented in black solid and dashed lines, respectively. Results of KOM, JANS, and WES are 
presented in blue, red, and orange lines, respectively. Results of WBLM are presented in green lines. It 
is quite clear that WBLM closely follow the reference growth curves in all fetches and wind speeds, 
while the three original approaches in SWAN cannot always reproduce the reference growth curves 
under different fetch and wind speed conditions. Similar conclusions also found in the fp curves as 
shown in Figure 1B. WBLM outperforms KOM, JANS, and WES in the idealized fetch-limited studies, 
both for Hm0 and fp with KC92 and Y99 as references. 
Figure 2C shows the one dimensional wave spectrum calculated from SWAN in short (5 km) and long 
(5 km) fetches with 10 m/s wind. The black solid lines are calculated from Donelan et al. (1985) with fp 
estimated from KC92. The blue, red, and orange marks are calculated from the three original 
approaches in SWAN.  The green circles are calculated from WBLM. It is clear that WBLM 
reproduces Donelan et al. (1985) wave spectrum and maintains an f-4 high frequency tail. 
Figure 2D presents the drag coefficient as a function of wind speed. In the two panels, the black marks 
with error bars are from field measurements compiled by Soloviev et al. (2014). The blues lines with 
squares are calculated from Zijlema (2012) which is used by KOM and WES. The orange dashed lines 
represent the COARE 3.0 algorithm which is used by WRF MYNN surface layer scheme. The red lines 
with marks in the left panel (panel a) are calculated from JANS. The bars indicate the upper and lower 
bounds of Cd during the simulation. The green lines with marks in the right panel (panel b) are 
calculated from WBLM with the same plot configuration as JANS. Roughly speaking, COARE 3.0 
algorithm follows the upper bound of the measured data for wind speed less than 30 m/s and extends 
linearly to higher wind speeds; Zijlema (2012) follows the trend of the measured data but cannot 
explain the variance of Cd at each wind speed; JANS explains the variance of Cd at each wind speed by 
accounting the wind-wave interaction, but obviously it overestimates Cd significantly. The WBLM not 
only follows the trend of the measured data for wind speed less than 40m/s but also covers a certain 
range of its variance. For wind speed greater than 40m/s, Cd from WBLM does not drop with u10 as the 



measurement does. We attributed this to different processes such as sea spray (e.g. Chen and Yu, 
2016), which needs further investigations. 
Based on the above results, we conclude that the new WBLM wind-input and dissipation source 
functions can be used in the 3rd generation ocean wave model for idealized fetch-limited wind wave 
simulations. It not only improves the wave simulation but also have the potential of improving wind-
wave coupling systems by providing reliable wind stress estimation at the air-sea interface. 



 
Figure 2A. Significant wave height (Hm0) as a function of fetch in kilometre. 



Figure 2B. Peak wave frequency (fp) as a function of fetch in kilometre. 
 



Figure 2C. One-dimensional wave spectrum at short fetch (5 km) and long fetch (3000 km). Both with 
wind speed of 10 m/s after 72 hours simulation. 

 

Figure 2D. Drag coefficient (Cd) as a function of wind speed. 
 
 



 
 

 

3. Test of WBLM in fetch-limited condition using measured wind 
The WBLM introduced in section 2 is further tested in a simple, fetch-limited wave simulations of real 
conditions. The objective of this experiment is to test the numerical stability of WBLM, and to 
investigate its behaviors in the real storm simulations. 
The experiments are designed as follows. A small model domain around Horns Rev as shown in Figure 
3A is set up. The reason that we focus on Horns Rev is that we have combined wind, wave, and 
especially turbulent measurements for several years. Horns Rev is located to west coast of Denmark, so 
that if the wind blows from the east, the impact of open boundaries in the wave modelling in the north, 
west, and south to the waves at Horns Rev can be neglected. Since the area is relatively small (about 10 
km × 10 km around Horns Rev), the spatial variation of 10 m wind is ignored. Thus the wave model 
can be forced by the wind speed measured at Horns Rev M2 extending to the whole model domain. It 
should be noted that there are still some uncertainties in this experiment design. First, Horns Rev is a 
shallow water site (about 10 m deep). The wave dissipation due to bottom friction cannot be neglected. 
Here we choose the widely used JONSWAP (Hasselmann et al. 1973) bottom friction dissipation 
source function for all the experiments. Second, although the effective area is relatively small, the 
spatial variation of wind speed cannot be completely neglected.  The wind speed gradient caused by the 
sheltering of the coast line may still cause some uncertainties.  
Four storm events with winds at M2 from the east are selected based on the following four conditions:  
a. The east wind (direction between 80 and 150 deg.) lasts for at least 2 days. 
b. Measurements of wind, wave, and turbulent measurements are all available at Horns Rev M2. 
c. Neutral condition. 
d. The 10 m wind speed at Horns Rev during the storm peak is larger than 10 m/s. 
In SWAN ,we use a spatial resolution of 600 m, 1 min time step, 36 directions, and frequency ranges 
from 0.03 to 10 Hz. For each storm, KOM, JANS, and WBLM source terms are tested.  
Figure 3B to 3E show the time series of wind speed, wind direction, significant wave height (Hm0) and 
friction velocity (u*) at Horns Rev M2, measured and modelled during four storms, see the x-axes for 
the time of the storms. In each of the four figures, the top two panels show the wind speed and direction 
measured at Horns Rev wind mast 2. Wind speed is measured at 15 m above the water level. It is 
converted into 10 m wind speed using a logarithm law and interpolated to every 10 min per record in 
order to be used by SWAN. Wind direction is measured at 28 m height. As we can see, during those 
storms, the wind direction changes slowly between 80 and 150 degree, which means that the winds are 
almost always from the east.  
In the bottom two panels, the black dots show the significant wave height measured by the buoy 
located in the south of Horns Rev 1 wind farm and the friction velocity measured by sonic anemometer 
at 50 m of Horns Rev wind mast 2, respectively. Accordingly, modelled Hm0 and u* using KOM, 
JANS, and WBLM approaches are plotted on top of the measurement data, and presented with blue, 
red, and green lines, respectively.  
Over all, it is clearly seen that JANS tends to overestimate Hm0 and u*, especially during the storm 
peak, which is consistent with the conclusion of idealized fetch-limited study in section 2.  



The use of the KOM approach gives rather reasonable u* which is also consistent with the idealized 
fetch-limited study. Cd calculated from Zijlema (2012) follows the trend of the measurement data 
(Figure 2D). Although the Zijlema (2012) relation of Cd and wind speed does not contain a wave 
dependence, considering that the wind speed during the four storms are less than 20 m/s, the variation 
of Cd at each wind speed are relatively small, so the wave impact to the value of u* at one single point 
is not significant. The KOM approach also gives rather good estimation of Hm0 when the wind speed is 
lower than 12 m/s. However, at the storm peak, when the wind speed is higher than 12 m/s, KOM 
approach overestimates Hm0, even though u* is consistent with the measurements. The phenomenon 
that KOM approach overestimates Hm0 using a reasonable u* is because it does not take account of the 
momentum conservation. If the momentum conserves, an overestimation of the wave growth should be 
result in an overestimation of the u*.  
The green lines show the Hm0 and u* calculated with WBLM approach. Generally, the simulated Hm0 
and u* follow the measurements quite well during the four storms, which indicate that the WBLM can 
improve both the wave simulation and stress estimation at the same time. However, it is also seen that 
the time series of Hm0 are too smooth that it misses the small variations on the time scale of several 
hours. This is attributed to the method that we used in determining the dissipation coefficient. The 
dissipation coefficient is currently proportional to the wind-input source function. It shows excellent 
fetch-limited growth curves in the idealized study with constant wind speed. However, when the wind 
speed varies with time, the wave growth/decay rate will be reduced because higher wind-input results 
in higher dissipation, lower wind-input results in lower dissipation. Thus, the dissipation coefficient 
still needs further investigation. 
 



Figure 3A. Example of wind (arrows) and wave field (colours) around Horns Rev. The black circle 
indicates the location of Horns Rev wind mast 2. 



 
Figure 3B. Time series of wind speed, wind direction, significant wave height, and friction velocity 

during 2002/11/20 – 2002/11/23. 



 
Figure 3C. Time series of wind speed, wind direction, significant wave height, and friction velocity 

during 2002/12/13 – 2002/12/15. 



 
Figure 3D. Time series of wind speed, wind direction, significant wave height, and friction velocity 

during 2004/03/03 – 2004/03/06. 



 
Figure 3E. Time series of wind speed, wind direction, significant wave height, and friction velocity 

during 2004/10/10 – 2004/10/16. 

4. Sensitivity test of stress-coupling approach during storms 
The WBLM is implemented in the online coupling system. Considering the conditions of wind 
direction, atmospheric stability, and measurements availability, 9 North Sea storms were chosen for the 
sensitivity test for the new stress-coupling approach. These storms are listed in Table 4A. The model 
domains are shown in Figure 4A and the model setups for WRF and SWAN are listed in Table 4B.  
Figure 4B shows a snapshot of u10 during an offshore storm non-coupled simulation at 06:00 12nd Oct. 
2004. The interested areas are the storm centre, which is located southwest of iceland and the Danish 
coastal zones. Figure 4C and Figure 4D show a snapshot of u10 and u* around the storm centre, 
respectively. It is clearly seen that the u10 difference caused by stress-coupling is quite significant. With 



maximum u10 of 22 m/s, the coupling brings about ±3 m/s u10 difference. The maximum difference is 
found in both highest and lowest wind speed areas. It should be noted that the high wind speed area 
over Island shows no difference between coupled and non-coupled simulations. This indicates that the 
difference of u10 in the ocean surface is caused directly by the air-sea interaction instead of phase shift. 
Figure 4F and Figure 4G show a snapshot of u10 and u* at the west coast of Denmark, respectively. 
Even though the wind speed in the Danish west coastal zones is relatively low, the coupling still causes 
a maximum 10% difference. From the spatial distribution of u*, it is also seen that in the nearshore 
zones, the coupled simulation has higher u* than the not coupled simulation, which is consistent with 
the concept that young waves are rougher than old waves. Figure 4I shows Cd as a function of u10 at 
06:00 12nd Oct. 2004. It is clear that Cd estimated from WBLM in the coupling experiments better 
overlap with the measurements, compared with KOM and JANS. Compared with Figure 2D in section 
2, we can see that in real cases, as the wind and wave field becomes more complex, Cd estimated from 
WBLM explains better the wider distribution of the measurement data. 
Figure 4J to Figure 4Q show a snapshot at 18:00 20th Sep. 2004 during an onshore storm. In the storm 
centre, the wind-wave coupling shows similar sensitivity test results as for the offshore storm. 
However, in the Danish west coastal zones, the coupling causes more changes for the onshore storm 
than for the offshore storm. The maximum difference in u10 reaches about 30% of the maximum wind 
speed. The largest difference is found in the cellular structure areas. The coupling impact on u10 also 
propagates to the land surface. Different from the offshore case, there is no significant increase of u* in 
the nearshore zones in the coupling experiment, because the waves propagate from the west and they 
are not young waves. From Figure 4Q, it is also seen that Cd is very well predicted by WBLM.  
In this section, Hm0 is not presented. The reason is that the dissipation coefficient is still under 
calibration for real storm simulation so that the waves tend to be underestimated by the WBLM. 
Despite that, it is found that the stress-coupling method can improve the wind field significantly by 
providing reliable wind stress. 

Table 4A. Selected North Sea storms for the sensitivity test of stress-coupling 

Storm WD at H.R. Stability Measurements 
From 2002/01/27 To 2002/01/30 West Unstable WS, WD, U*, Hm0, Tp 
From 2002/11/20 To 2002/11/23 East Neutral WS, WD, U*, Hm0, Tp 
From 2002/12/13 To 2002/12/16 East Neutral WS, WD, U*, Hm0, Tp 
From 2002/03/03 To 2002/03/06 East Neutral WS, WD, U*, Hm0, Tp 
From 2004/10/10 To 2004/10/16 East Neutral WS, WD, U*, Hm0, Tp 
From 2004/02/22 To 2004/02/24 North West Neutral WS, WD, U*, Hm0, Tp 
From 2004/09/19 To 2004/09/25 North West Neutral WS, WD, U*, Hm0, Tp 
From 2015/11/28 To 2015/12/02 West  Wave spectrum RUNE 
From 2015/12/03 To 2015/12/08 South West  Wave spectrum RUNE 



 
Figure 4A. Model domains 

 
 

Table 4B. Model setups 

Model Initial Boundary Spatial 
resolution (km) 

Time step 
(Seconds) 

PLB  
/Sin 

Send Receive 

WRF CFSR CFSR 15, 3, 0.6 60, 12, 2.4 MYNN 
3.0 

u10, v10 Hm0, Tp, 
Lp, z0 

SWAN JONSWAP 
spectrum 

Fully 
absorb 

15, 3, 0.6 60, 60, 60 KOM, 
WBLM 

Hm0, Tp, 
Lp, z0 

u10, v10 



 
Figure 4B. Snapshot of u10 at 06:00 12nd Oct. 2004 from not coupled WRF simulation. 

 
Figure 4C. Snapshot of u10 at the storm centre including not coupled (left), WBLM coupled (middle), 

and the difference between them (right).  

 
Figure 4D. The same plot as Figure 4C but plots u*.  



 
Figure 4E. The same plot as Figure 4C but plots Hm0. 

 
Figure 4F. Snapshot of u10 at the Danish west coastal zones including not coupled (left), WBLM 

coupled (middle), and the difference between them (right).  

 
Figure 4G. The same plot as Figure 4F but plots u*.  

 
Figure 4H. The same plot as Figure 4F but plots Hm0. 



 
Figure 4I. Cd as a function of u10 at 06:00 12nd Oct. 2004. The red is from JANS, the blue is from KOM 

and the green is from WBLM. 

 
Figure 4J. Snapshot of u10 at 18:00 20th Sep. 2004 from not coupled WRF simulation. 

 
Figure 4K. Snapshot of u10 at the storm centre including not coupled (left), WBLM coupled (middle), 

and the difference between them (right).  



 
Figure 4L. The same plot as Figure 4K but plots u*.  

 
Figure 4M. The same plot as Figure 4K but plots Hm0. 

 
Figure 4N. Snapshot of u10 at the Danish west coastal zones including not coupled (left), WBLM 

coupled (middle), and the difference between them (right).  

 
Figure 4O. The same plot as Figure 4N but plots u*.  



 
Figure 4P. The same plot as Figure 4N but plots Hm0. 

 
Figure 4Q. Cd as a function of u10 at 18:00 20th Sep. 2004 

5. Efficiency and improvements of the coupling system 
Several improvements have been done to the coupling system to increase the model efficiency and 
numerical stability. In COAWST, the parallel algorithm of SWAN distributes computation nodes 
equally in space (Figure 5A, left panel). This approach has two defects. One is that if we use many 
nodes in the computation, some of the nodes may only have land point. This may cause errors when the 
model allocating arrays in these empty nodes. The other is that SWAN only calculates water points, if 
the nodes equally distributes in space, the loads of the nodes are not balanced. A proper way is to 
distribute the nodes based on the water points. As shown in Figure 5A (right panel), the nodes are not 
equally distributed in space, but they are equally distributed in water points. Thus it not only balanced 
the load of the nodes, but also do not have empty node problems. There are also some other small 
changes in the use of MCT functions, remapping approaches, and time controls to make the model 
more stable. 
One big issue is the efficiency of the WBLM. The WBLM has to find the solutions of many equations 
in the four dimensional space (x, y, σ, θ) in every time step. So it is quite time consuming. At the 
beginning, it takes 3-4 times of the other approaches in SWAN such as KOM, JANS, etc. Several steps 
were done to improve its efficiency. First, the calculation of WBLM in σ space is reduced to the range 
in which the wind input is positive. This reduces the computation time of WBLM from 3-4 times of 
KOM to 2 times of KOM. Second, the calculation of source functions was divided into 4 quadrants in 
SWAN. So the WBLM was calculated 4 times in each time step. Since the WBLM has to integrate over 
all the directions, it only needs to calculate 1 time and save the value for next 3 sweeps. This reduces 
the time from 2 times of KOM to 1.5 times of KOM. Finally, when SWAN is parallel, the boundaries 
in each node are overlapped. So more nodes, more overlaps, and more duplicated computation. Now, 



each node sends its data to a common array in the first sweep, and grabs data from the common array in 
the following 3 sweeps. This reduces the time from 1.5 times of KOM to 1.1 times of KOM. With these 
optimizations, now the WBLM is almost as efficient as the other wind input source functions. 

 
Figure 5A. SWAN parallel approaches in COAWST 
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ABSTRACT

A two-domain nested wind-wave coupling system based on the ocean-atmosphere-wave-sediment transport model
(COAWST, [29]), containing the mesoscale atmospheric Weather Research and Forecast (WRF, [25]) model and the
spectral ocean wave model Simulating Waves Nearshore (SWAN, [3]) is used to investigate the influence of different
state-of-the-art parametrizations for the sea surface roughness z0 on North Sea storm simulations. Five parametrizations
proposed by Fairall et al. [12], Taylor and Yelland [27], Drennan et al. [6], Oost et al. [24] and Fan et al. [13] are applied in
two North Sea storm simulations covering 0000 UTC 27 Jan 2002 to 1200 UTC 29 Jan 2002 and 1200 UTC 21 Nov 2002
and 1800 UTC 23 Nov 2002. It is shown, that the parametrization proposed by Oost et al. [24] yield to the highest sea
surface roughness while Fairall et al. [12] and Fan et al. [13] yield to lower roughness lengths. The comparison of simulated
values (wind speed at 10m height, wave height and peak time period) and provided measurements at three measuring sites
showed that the sea surface parametrization of Oost et al. [24] is too high to be representative for the North Sea region,
because it underestimates the wind speed and wave height strongly. Furthermore is detected that the estimations of the
individual sea surface roughness parameterizations differ more, when the wind and wave conditions are more extreme
(high wind speeds and high waves). The bad estimation of the wind speed and the wave height at measuring site ’Troll-A’
points out, that the selected resolution need to be increased to eliminate the error due to interpolation between widely
distributed grid points.
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1. INTRODUCTION

This paper deals with the impact of sea surface roughness parameterizations on storm simulations with focus on their
applicability for the North Sea region, because a suitable estimation of the sea surface roughness is necessary to describe
the interaction between the sea surface and the atmosphere sufficiently and therefore provide good estimations of the
wind and wave conditions in the focus area. The obtained knowledge about wind and wave conditions, especially under
extreme conditions, can be used to optimize operational processes or the design of floating turbines or regular wind
turbines at offshore and coastal sides. Since the wind and wave conditions cannot be determined separately due to moment
transformation between atmosphere and ocean [16], a two-way wind-wave coupling system is used. The coupling system
used in this paper is based on the ocean-atmosphere-wave-sediment transport model (COAWST, [29]), which contains the
mesoscale atmospheric Weather Research and Forecast (WRF, [25]) model and the spectral ocean wave model Simulating
Waves Nearshore (SWAN, [3]).

Different approaches to parameterize the sea surface roughness z0 were proposed in the past, based on the earliest
parametrization of Charnock [4]. Janssen [15] propose an approach where the sea surface roughness depends on wave-
induced stress and the wind speed at 10m height. Johnson et al. [17] introduce a wave age based formulation which is
determined from a least square fit of different datasets from different sites. Taylor and Yelland [27] follow a different

Copyright c© 2016 John Wiley & Sons, Ltd. 1
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approach which is based on the wave steepness and which was determined by three datasets. Oost et al. [24] consider
not only the wave-age but also the wave steepness and their formulation bases on the 1996 ASGAMAGE experiment. A
wave independent approach, where the Charnock parameter only depends on the wind speed in 10m height, is proposed by
Fairall et al. [12]. Drennan et al. [6] come up with a wave age dependent formulation determined by a data fit considering
five field campaigns with a wide range of wave ages. Fan et al. [13] develop a formulation depending on wind speed and
wave age. It is based on the output of a 29 year free-running simulation using an atmosphere-wave coupled model.

Some of the mentioned approaches are already analyzed with regard to their applicability. Olabarrieta et al. [23]
investigate the interaction between atmosphere ocean and waves during Hurricane Ida and Nor’Ida (North Atlantic) using
COAWST and compare the three roughness expressions proposed by Taylor and Yelland [27], Oost et al. [24] and Drennan
et al. [6]. The authors show that the parametrization proposed by Oost et al. [24] yield to the best results with regard to
the prediction of wind and wave growth while the approaches developed by Taylor and Yelland [27] and Drennan et al.
[6] yield better results with regard to surface currents and storm surge. Bolaños et al. [2] investigate the reaction of an
atmosphere model on the sea surface roughness parametrization for a coastal location in west Denmark. The authors use
WRF and the spectral wave model MIKE 21 SW, developed by DHI. The model is realized in an offline (uncoupled) mode.
They show that Taylor and Yelland [27] overestimates significant wave heights and time periods for Horns Rev 1 and that
the higher values for the sea surface roughness determined by the approach of Janssen [15] are significant for coastal water.
Du et al. [7] point out, that the expression of z0 is especially influencing open ocean sites and that Janssen [15] yield to
better results for the significant wave hight for the analyzed QuickSCAT data set.

Section 2 of this paper is dedicated to the coupling procedure, the used model domains and used computational grids
and to the configuration of WRF and SWAN. Additionally, a description of the measurement data, which are used for
validation, is given. The results are presented in Section 3 and discussed in Section 4.

2. METHODS

This section describes the used methods and configurations. Section 2.1 presents the coupling procedure and the
communication between WRF and SWAN. The chosen model domains and computational grids for WRF and SWAN
are described in Section 2.2. The configuration of WFR and SWAN is explained in Section 2.3 respectively 2.4 and the
investigated sea surface roughness approaches are clarified in Section 2.5. Section 2.6 describes the simulated time period
and the measurement data.

2.1. Coupling Procedure and Communication between WRF and SWAN

The Weather Research and Forecast (WRF) is used as mesoscale atmospheric module within the scope of this investigation.
Within the COAWST model system, WRF determines wind speeds at 10m above the sea surface and passes the values to
SWAN. The third-generation wave model SWAN passes then wave parameters (significant wave height, wave period and
wave length) back to WRF. The sea surface roughness calculation is part of WRF. The communication between WRF and
SWAN is managed by the Model Coupling Toolkit (MCT, [20]).

2.2. Model Domains and Computational Grid

WRF and SWAN are configured two-domain nested. The geographic location of the domains is shown in Figure 2.2.
Within this domains, WRF and SWAN are using both a curvilinear computational grid with the same resolution and the

same number of grid points. The grid details are summarized in Table I.
Additionally, WRF uses 46 vertical eta-levels in both domains.

2.3. Weather Research and Forecast Settings

The enhanced bulk scheme based on Thompson et al. [28] is used to parameterize precipitation and the Rapid Radiative
Transfer Model (RRTM) physics scheme based on Mlawer et al. [21] is applied to describe long wave radiation. Dudhia
shortwave scheme [8] is used for shortwave radiation. The Noah Land-surface model [9] with four soil layers and without

Domain I Domain II

grid points in horizontal direction [.] 200 351
grid points in vertical direction [.] 150 243

spatial resolution [km] 18 6

Table I. Details of the curvilinear computational grid used by WRF and SWAN.
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Figure 1. Geographic location of the model domains. The plus signs indicate the position of the measuring sites ’Troll-A’,’Sleipner-A’
and ’Ekofisk’ (from north to south).

urban canopy model is applied and the planetary boundary layers are modeled using the Mellor-Yamada Nakanishi Niino
(MYNN) scheme according to Nakanishi and Niino [22]. Modified Kain-Fritsch scheme [18] is used in both domains to
parameterize cumulus. Boundary-layer physics and cumulus physics are called every time step, while the radiation physics
are called every two minutes. Vertical-Velocity damping with a damping coefficient of γw = 0.05 ms−2 is activated and
the damping depth is set to zdamp = 5 km. The NCEP Climate Forecast System Reanalysis (CFSR) dataset [10] with a
grid resolution of 38 km is used to provide necessary initial and boundary conditions for WRF.

2.4. Simulating Waves Nearshore Settings

The spectral wave model SWAN is operating in an non-stationary two dimensional mode. The spectral directional
resolution ∆θ is set to ∆θ = 10 ◦ covering the full circle. The resolution in frequency space ∆f depends on the frequency
itself due to logarithmic distribution of the frequency bins and is set to ∆f = 0.1f . The lowest frequency bin fmin is
selected to fmin = 0.03 Hz. A JONSWAP spectrum with a peak enhancement parameter of γf = 3.3 is used as initial
wave spectrum. For the source and sink term of the underlying governing equations (cf. [1]), the following parameters are
set:

• Wave growth due to wind is assumed to be exponential using the expression presented in Komen et al. [19] including
the drag coefficient parametrization proposed by Zijlema et al. [30],

• white-capping is considered in the same way as stated in Komen et al. [19] with a white-capping dissipation rate of
Cds = 2.36 · 10−5,

• quadruplet wave interactions are considered using the explicit Discrete Interaction Approximation formulated by
Hasselmann and Hasselmann [14],

• depth-induced wave breaking is considered by using constant breaker index of γ = 0.8 and

• bottom friction is considered by using JONSWAP with constant friction coefficient of Cb = 0.038 m2s−3.

The bathymetry data for SWAN is retrieved from the EMODnet Digital Terrain Model (DTM) [11], which has a spatial
resolution of 0.125 arc minutes.
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2.5. Investigated Sea Surface Roughness Expressions

Generally, the sea surface roughness is calculated as stated in Equation (1), whereby ẑ0 depends on the underlying approach
to estimate the sea surface roughness.

z0 = ẑ0 +
0.11ν

u∗
(1)

Independently from the selected approach, a smooth flow limit following Smith [26] is added to ẑ0 to consider the
roughness length for a smooth ocean surface. ν is the kinematic viscosity and u∗ is the friction velocity. The following
approaches to estimate ẑ0 are analyzed in this paper:

Approach 1: Fairall et al. (2003)

The approach from Fairall et al. is the method in WRF when the MYNN surface layer scheme is used . It is
independent from the coupling procedure, since it is only based on the friction velocity u∗ and the gravity
g. It is also based on the formulation by Charnock [4], except that the Charnock parameter α is not constant
but depends on the wind speed at 10m height U10 (cf. Equation (2)).

ẑ0 =
α (U10)u2

∗

g

α (U10) =


0.011 for U10 ≤ 10 ms−1

8.75 · 10−4U10 + 2.25 · 10−3 for 10 ms−1 < U10 < 18 ms−1

0.018 for U10 ≥ 18 ms−1

(2)

Approach 2: Taylor & Yelland (2001)

Taylor & Yelland introduce an approach to estimate the roughness based on the wave steepness, which is
defined as the ratio between the significant wave height Hm0 and the wave length Lp (at the peak of the
frequency spectrum). Its mathematical formulation is given in Equation (3).

ẑ0 = 1200Hm0

(
Hm0

Lp

)4.5

(3)

An upper and lower limit for the sea surface roughness according to Davis et al. [5] has to be applied for
stability reasons.

Approach 3: Drennan et al. (2002)

Drennan et al. propose a roughness length formulation which takes the significant wave height Hm0 and
the wave age into account. The wave age is defined as the ratio between the wave phase speed at peak
frequency cp and the friction velocity u∗. The roughness length ẑ0 is then calculated according to Equation
(4).

ẑ0 = 3.35Hm0

(
u∗

cp

)3.5

(4)

Approach 4: Oost et al. (2002)

The approach of Oost et al. considers not only wave age but also the wave steepness due to the consideration
of Lp. The roughness length is calculated as stated in Equation (5).

ẑ0 =
25

π
Lp

(
u∗

cp

)4.5

(5)

Approach 5: Fan et al. (2012)

Fan et al. proposed a formulation which is also based on Charnock [4]. The Charnock parameter α is
considered as wind speed dependent (given at 10m height), which is similar to Fairall et al. [12]. However,
the relation is proposed differently (cf. Equation (6)).

ẑ0 =
α (U10)u2

∗

g

α (U10) =
0.023

1.0568U10

(
cp
u∗

)0.012U10
(6)
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2.6. Analyzed Storm Events and Measurements

Each of the approaches presented in Section 2.5 is analyzed with respect to two different storm events, which took place
during January (simulation case ’JAN02’) and November (simulation case ’NOV02’) in 2002 in the North Sea. JAN02
covers the time range between 0000 UTC 27 Jan 2002 and 1200 UTC 29 Jan 2002, which is dominated by wind coming
from west. NOV02, covers 1200 UTC 21 Nov 2002 and 1800 UTC 23 Nov 2002. This storm is dominated by wind coming
from east and south-east. To validate the results, measurement data from three measuring sites (’Ekofisk’, ’Sleipner-A’ and
’Troll-A’) is used. Their positions within the model domain can be seen in Figure 1. The wind speed at 10m height U10,
the significant wave height Hm0 and the peak wave period Tp are chosen as relevant parameters.

3. RESULTS

Figure 2 depicts the sea surface roughness exemplarily for 1800 UTC 21 Nov 2002 (part of the NOV02 simulation)
depending on the used approach. The red marks indicate the measuring sites. It can be seen, that the parametrization
proposed by Oost et al. [24] calculates high roughness values compared to the other approaches. Fairall et al. [12] or Fan
et al. [13] estimate the roughness length lower, followed by Drennan et al. [6] and Taylor and Yelland [27].

To validate the simulation, relevant values at the position at the measuring sites are extracted. Figure 3 shows the time
series of U10, Hm0 and Tp for the NOV02 simulation (right column) and the JAN02 simulation (left column) at the
’Ekofisk’ measuring site. The time series at ’Sleipner-A’ and ’Troll-A’ are depicted in Figure 4 respectively Figure 5.

Figure 3 shows that the estimated wind speed is slightly overestimated and relatively independent from the used sea
surface roughness formulation. One exception from that is the approach proposed by Oost et al. [24], which estimates the
wind speed lower than the other approaches. This effect becomes more visible when the wind speeds are high (cf. hour 44
in the JAN02 simulation). The same effect can be detected in the estimation of the significant wave height. Generally, the
wave height is underestimated by all approaches. The peak wave period is estimated well, whereby the approach proposed
by Oost et al. [24] yield to the lowest wave period.

The comparison of the simulated and measured data at measuring site ’Sleipner-A’ (cf. Figure 4) reveals a more accurate
estimation in the wind speed while the wave heights are generally underestimated. The difference between the different
sea surface roughness expressions is small. Also in this case, Oost et al. [24] estimates the lowest wind speed. The peak
wave period is reproduced quite accurate by all approaches.

Figure 2. Sea surface roughness for 1800 UTC 21 Nov 2002 using different approaches. Oost et al. [24] yield to the highest values
for the roughness, while the approaches proposed by Fairall et al. [12] and Fan et al. [13] yield to the lowest. The red marks indicate

the position of the measuring sites. A land mask is used to focus only on the sea surface roughness.
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The evaluation of the simulations at ’Troll-A’ (see Figure 5) disagree with previous observations from ’Ekofisk’
and ’Sleipner-A’. The wind speed is estimated badly and the fluctuations in the estimated values is high although the
measurements vary not that much. This phenomenon is independent from the selected sea surface roughness approach.
The wave height is underestimated in the JAN02 simulation, but relatively good estimated in the NOV02 simulation,
although faster changes in the wave height are not covered (cf. hour 40 or hour 55 in the NOV02 simulation). The peak
wave period is quite good estimated in the NOV02 simulation.

4. DISCUSSION

From the results presented in Section 3 can be concluded that the selected sea surface roughness approach has an impact
on the estimation of wind speed and wave height, whereby its impact depends on the sea state and the wind speed: The
heavier the wind and wave conditions are (high waves and high wind speeds), the bigger is the influence of the used
parametrization for the roughness length. The comparison with the measuring sites ’Ekofisk’ and ’Sleipner-A’ point out
that Oost et al. [24] is not suitable to describe storm conditions in the investigated domains, because the approach estimates
the roughness length too high which causes a low value for the estimated wind speed and wave height. Differences between
the other sea surface roughness approaches under normal conditions are visible but not strong. In order to explain the
general underestimation of the wave height at ’Sleipner-A’, further knowledge about the wind and wave directions and the
water depth is needed. Looking at the results obtained by the JAN02 simulation, the underestimation might be caused by
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Figure 3. Simulated and measured wind speed at 10m height U10 (top), significant wave height Hm0 (middle) and peak wave period
Tp (bottom) for NOV02 (right column) and JAN02 (left column) simulation at measuring site ’Ekofisk’.
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Figure 4. Simulated and measured wind speed at 10m height U10 (top), significant wave height Hm0 (middle) and peak wave period
Tp (bottom) for NOV02 (right column) and JAN02 (left column) simulation at measuring site ’Sleipner-A’.
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Figure 5. Simulated and measured wind speed at 10m height U10 (top), significant wave height Hm0 (middle) and peak wave period
Tp (bottom) for NOV02 (right column) and JAN02 (left column) simulation at measuring site ’Troll-A’.

some specific atmospheric conditions during November, because such a high underestimation of the wave height is not
detected in this simulation. However, the low amount of measurements at ’Sleipner-A’ during January makes it difficult to
use the data for analysis purposes. Because the general underestimation is not that obvious at the measuring site ’Ekofisk’,
which is relatively close to ’Sleipner-A’, there might be some local changes in the conditions. This can be only detected
by a simulation with a higher resolution. Furthermore, the comparison with measuring site ’Troll-A’ showed that the used
computational grid is too rough. The coupling configuration is not able to estimate the wind conditions for this measuring
site and all estimations independently from the used sea surface roughness approach are equally bad. This could be due
to the close position of the measuring site to the Norwegian coast, where the wind conditions change faster due to the
complex topography. Since coastal zones require a higher spatial resolution (cf. [7]), a investigation with higher resolution
of the second domain or a third domain is necessary to determine the causes. The results obtained within the first hours of
the simulation can be only considered with caution, because impact of the initial conditions cannot be excluded and might
sill influencing the results.

[Still to do: comparison with other papers]
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Appendix E: M1.7 updated 
 

M1.7 Subroutines for the estimation of the 
sea spray heat fluxes and 2D fields of sea 
spray heat fluxes effect on the roughness   

Xiaoli G. Larsén, Nikhil Garg, Jianting Du, Rodolfo Bolaños, Mark Kelly  

This is an updated version of the report with the same title, attached in Interim Report IV. 

Deliverable 1.16 documents the experiments and the results from these experiments related to sea surface 
temperature and sensible heat fluxes.  

The subroutine was written by Garg N. (Garg 2015) within the cooperation between X-WiWa and DHI’s 
program at School of Mechanical and Aerospace Engineering, Nanyang Technological University.  

This subroutine implements the spray model developed by Andreas E. for tropical cyclones in a series of his 
and his colleagues’ articles (Andreas E. 1989, 1990, 1992, 1995, 1996, 2005; Andreas et al. 1999, 2011, 
2012). The intention here is to find out if this spray scheme brings as much impact in the storm 
characteristics in the mid-latitude storms as in the tropical cyclones. 

The impact of implementing the spray model is that the drag coefficient increases with wind speed up to 
about 40 m/s and starts to decreases with it at stronger winds, see Figure 1. 

 

Figure 1. Drag coefficient as a function of wind speed at 10 m, with and without the sea spray model. (Garg 
2015) 



In Wu et al. (2015), the sea spray generation function (SSGF) from Kudryavsev (2006) was used. Additionally, 
SSGF was introduced as a function of wave age through the Charnock coefficient α based on the study of 
Carlsson et al. (2009), where α=0.05(cp/u*)-0.4. Effectively, this results in similar dependence of the drag 
coefficient on the wind speed as Figure 1. The study of Wu et al. (2015) suggests that, considering sea spray 
impact on wind stress (and not on heat fluxes) will intensify the storms (in terms of minimum sea level 
pressure and maximum wind speed) but has little effect on the storm tracks. Considering the impact of sea 
spray on heat fluxes only (and not on stress) can improve the model performance regarding air 
temperature, but it has little effect on the storm intensity and storm track performance. The model 
performs best if the spray effects on both the stress and heat are considered. However, the improvement is 
rather marginal, in comparison with measurements (see Figures 2, 3 and 4). 

Based on these findings from Garg (2015) and Wu et al. (2015), it is decided that we do not continue the 
implementation of the subroutine for sea spray effect in the modeling system, since the effort is big, cost is 
considerable and the effect is not convincing. 

 

 

Figure 2. Comparison of modeled and measured temperatures at 100 m at FINO 1. Exp 6 is where SSGF is 
used both to the stress and heat and it outperforms the other experiments, but only marginally. (from Wu et 

al. 2015) 



 

Figure 3. Comparison of modeled and measured storm tracks for 6 storms. Exp 6 is where SSGF is used both 
to the stress and heat and it outperforms the other experiments, but only marginally. (from Wu et al. 2015) 

 



 

Figure 4. Comparison of modeled and measured storm center pressure for 6 storms. Exp 6 is where SSGF is 
used both to the stress and heat and it outperforms the other experiments, but only marginally. (from Wu et 

al. 2015) 
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